5.B.2 Suppose first that v exhibits constant returns to scale. Let z € E‘?I_:_i
and « > 0. Then (- z, F{z)) € Y. By the constant returns to scale,

(~ ez, afiz}) € Y. Hence af(z) = flaz). By appiying this inequality to az in

place of z and « * in place of a, we obtaip a:_lf(a:zJ = ffcc_l{txz)} = flz), or
Flaz) = of(z). Hence Flaz} = xf{z). The homegeneity of degres= one i thus
obtained.

Suppose conversely that f(-) is homogenecus of degree cne. Let (- z, ql
€ Y and ¢ = Q, then g = f(z) and hence aq = af(z) = flaz). Since
(~ az, flaz)) € Y, we obtain (- @z, aq) € Y. The constan® returns to scale is

thus obtainsd.

3.C.10
qw, i w = w_;
(a) clw,q) = 1 ' L 2
aw, i ¥, > W
{QlOJ if wl < wz;
zlw,q) = {(21,22) € Rf; 24z, =q if Wy =
{0, q) ir W, >,
(b} c{w,q) = tw) + w,lq. zlwg) = (q,q).
(c) clw,q) = q{wf/{P'll . wg’{p-l)](l-lfp]'

5.C.1I3 Denote the production function of the firm by f({-), then its
optimization problem is
= C.
Maxle,zz)zﬂ p_f'(zl,zz} s.t. wiZ Wz,
This is analogous to the utility maximization problem in Section 3.0 and the

function R(-) corresponds to the indirect utility function. Hence,



analogously to _Ray's identity (Proposition i1G.4], the input demands are

obtained as

1
TV Rpw,0) w0 =, (1 - a)csw,)
oW, 1 2"

6.B.1 Suppess first that L > L'. A first application of the independence
axiom (in the "only-if" direction in Definition 6.B.4) yields

el + {1 - a)L” > al’ + (2 - alL”
if these two compound lotteries were indifferent, then 2
second application of the independence axiom (in the "if" direction) would
yield L' » L, which contradicts L > L'. We must thus have

el + (I - «}L" > al’ + (1 - a)L”,
Suppose conversely that ol + (1 - «)L" > oL’ + (1 - «)L", then, by the
independence axiom, L > L', If these two simple lotteries were indifferent,

then the independence axiom would imply

el + {1 - )" »al + (I - a«ll”,
a contradictien. We must thus have L > L.
Suppese next that L ~ L°, then L > L' and L’ » L. Hence by applying the
independence axiom twice (in the “only if" direction), we obtain
al + {1 = a}l." ~ o' + {1 - alL".
Conversely, we can show that-if el + (1 = a)L" ~ «L' + (1 - «!L", then L ~ L.
For the last part of the exercise, suppose that L » L’ and L" »~ L',

then, by the independence axiom and the first assertion of this exercise,

al + (1 - a)L” » L’ + (I - a)L"

and
al” + (1 - )" » el + (1 - =)™,
Thus, by the transitivity of > (Proposition 1.B.1(i)),

al. + (1 - «ll” > al’ + (1 - )L™



